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Abstract
Social technologies have enabled the emergence of online platforms that provide offline service consultations and recom-
mendations. In this environment, economic inefficiency arises when customers are not fully aware of their horizontally
differentiated preferences. With its expertise or data dominance, a platform can be more informed about customers’ hidden
preferences. We focus on an instrumental social technology, that is, targeting, which is a type of data-driven personalized infor-
mation provision to manipulate customers’ beliefs about service quality. We propose a Hotelling model wherein customers
are sensitive to the delays for service while making Bayesian belief updates based on a platform’s recommendations. When
customers self-select their favorite service, their choices impose negative externalities through congestion and welfare loss.
Our results indicate that service recommendations allow customers to navigate toward the more appropriate service, thus
improving matching efficiency, reducing congestion costs, and enhancing aggregate customer welfare. We further identify the
role of “information transparency” and study how the platform should strategically release information by making personal-
ized service recommendations to customers. Interestingly, when a customer-centric platform maximizes aggregate customer
welfare, we identify the “value of opaqueness” by strategically withholding service recommendations from a subset of cus-
tomers and notice that this effect is more pronounced for a profit-seeking platform. Our results offer a better understanding
of information transparency policies in the joint design of service recommendation systems and pricing mechanisms.
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1 Introduction
A collection of social technologies has enabled the emer-
gence of online platforms (including live-streaming platforms
and virtual social networks) that provide offline services. For
example, TikTok, an algorithm-driven live-streaming plat-
form, recommends sponsored video content marketing offline
services such as restaurants and entertainment (Ma et al.,
2022). In addition to these social technologies that build the
infrastructure of their online platforms, we focus on an instru-
mental social technology of targeting: providing data-driven
personalized information with a subtle objective to use per-
sonal data to manipulate customers’ beliefs about service
quality. While most social technologies are applied to the
product retail or service marketing environments, the field of
operations management has been paying increasing attention
to places such as call centers, healthcare, and food service
providers as growth sectors for such interfaces. Because of

its massive social capital among Gen Z, TikTok is becom-
ing the pivot of targeting tools, and its “health-and-wellness
credibility has been bolstered by a host of savvy health-
care providers,” and healthcare service providers are already
flocking to TikTok to target younger audiences.1
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Targeting relies on the collection of vast amounts of con-
sumer data to allow the delivery of increasingly personalized
content provisions, for example, display advertisements, tai-
lored video advertisements, and sponsored search advertise-
ments. It is becoming highly controversial whether consumers’
personal data can be collected by platforms, even when the
objective of such data collection is to provide better-targeted
information provision. Regulations and industry norms are
emerging to curtail consumers’ data collection and enforce
privacy protection. On the regulatory side, new legislation
such as the California Consumer Privacy Act and the Euro-
pean General Data Protection Regulation are expected to affect
industries and markets that rely heavily on personal data and
customer profiling (Harding et al., 2019). Online platforms
such as the search engine DuckDuckGo have voluntarily and
strategically limited the amount of information they collect
about their users (Latzer et al., 2016). However, consumers
might be negatively impacted by the increasingly stringent
information protection that results. For example, Goldfarb and
Tucker (2011) show that due to starker data protection reg-
ulation, European Union (EU) consumers were less likely to
make a targeted purchase compared to non-EU consumers
amid more relaxed regulations.

The data protection debate suggests that personalized tar-
geting may become much less relevant if less consumer data
is available to the platform. Consequently, the abundance of
services can potentially backfire when customers are uncer-
tain about their preferences among the services provided by
online platforms. In exploring different options, customers
may choose a service that is not equipped with a desired fea-
ture or is inefficient in accomplishing the requested task. Such
mismatches between services and customers may also take up
resources that could be better utilized, causing a potential delay
in service queues. These potential negative outcomes thus give
online platforms the incentive to provide customers with ser-
vice recommendations. Such information provision is usually
implemented via a carefully designed recommendation sys-
tem based on computer algorithms. Services are experience
goods that are valued by both quality and the delay in con-
sumption. When customers self-select their preferred services,
their choices impose negative externalities through conges-
tion, which is a welfare loss. This is a particularly salient
feature since we take a customer-centric perspective and focus
on the aggregate customer welfare rather than the platform’s
payoff.

We address the data protection and privacy debate from the
perspective of information transparency as a communication
instrument. That is, we focus on an asymmetric informa-
tional setting wherein the platform becomes more informed
about customer preferences than the customers themselves.
This setup becomes increasingly relevant to today’s service
industry as service platforms accumulate customer data or pro-
fessional expertise. In a variety of service industries, online
platforms are able to provide service recommendations by
strategically releasing preference information to customers.

For example, in the traditional healthcare service operations
system, due to a lack of professional medical knowledge, cus-
tomers (patients) are typically uncertain about the severity of
their diseases. Patients first need to consult with a primary care
physician (PCP) for a recommendation of the best-specialized
provider. Aided by social technologies in patient data collec-
tion, HaoDF, one of China’s leading online healthcare plat-
forms, now facilitates offline healthcare services and treatment
referrals via online e-consultancy, streamlining the delivery
process of specialized medical services to the patient.2

Given the ubiquity of strategic information transparency
policies, we focus in particular on the context of service provi-
sion. Information transparency serves as an emerging instru-
ment to empower such digital/platform economies, enabled
by the aforementioned social technologies. Vimalananda et al.
(2015) provided a comprehensive literature review of service
recommendations. With the wide implementation of service
recommendations, Zoll et al. (2015) have observed an immi-
nent need for a systematic evaluation of their benefits and
limitations. A less explored matter, however, is whether a clear
recommendation should be provided in the first place. We use
the term “information transparency” in reference to how the
platform should strategically release information by making
personalized service recommendations to customers. To fully
understand the impacts of information transparency on the ser-
vice system, it is necessary to investigate the heterogeneity of
the customers, their strategic behaviors, and the role of infor-
mation disclosure in customer behaviors. Therefore, in this
paper, we address the following research questions: (a) What
is the economic value of targeting technology in the operations
of online platforms? (b) How can platforms fine-tune the trans-
parency of the recommendation system in order to maximize
aggregate customer welfare? (3) What is the optimal informa-
tion transparency policy for a profit-seeking platform when
different selling formats are adopted?

To address the above research questions, we develop a styl-
ized model with (endogenous) information asymmetry. The
heterogeneity of customers’ preferences is characterized by
a hotelling location model. We model “targeting technology”
as a Bayesian learning process where online platforms use
historical data and consumer profiling to obtain partial or com-
plete information about a customer’s horizontal preference,
and consequently choose to strategically release this prefer-
ence information to a subset of customers. In general, the
targeting technology is idiosyncratic, which depends on the
horizontal preference or location of every customer. Based on
the released information, each customer’s choice is driven by
the service price, the waiting time, and the mismatch cost.
The provision of information indirectly alters customers’ ser-
vice adoption behaviors, and thus the system-level customer
diversion and the market size of the services. In obtaining
the customer diversion equilibrium, we demonstrate that cus-
tomer self-selection leads to suboptimal social welfare when
customers are provided with the same amount of informa-
tion. Therefore, “targeting technology,” which is selective in
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terms of customer population size due to location/preference-
dependent information transparency, can help achieve higher
economic efficiency by guiding customers toward a better ser-
vice, that is, one with lower waiting times and better-matched
preferences.

Our analysis reveals the power of targeting technology (per-
sonalized information transparency) to aid the heterogeneous
customer base in navigating through desired service queues.
Interestingly, the optimal information structure is polarized,
where the platform discloses either full information or no
information to any particular customer. It is because, in the
hotelling setting, partial information transparency is likely to
induce a particular customer to choose the unsuitable service,
thus leading to an inferior outcome. In our work, the value of
service recommendations is indicated in the increase in aggre-
gate customer welfare under carefully designed information
disclosure. In particular, we illustrate that a customer-centric
platform can maximize aggregate customer welfare via infor-
mation design. Our results surprisingly highlight the value of
opaqueness when the platform strategically withholds infor-
mation from a subset of customers to achieve social optimum.
Furthermore, the platform may also be incentivized to exploit
targeting technology to extract more consumer surplus, and
thus maximize the profit. The value of opaqueness becomes
more pronounced for a profit-seeking platform. When ser-
vice prices are exogenous, the platform is able to induce
consumers to choose a more profitable alternative by strate-
gically obfuscating consumer preference toward one end of
the hotelling line while fully disclosing their preference toward
the other end end. If the platform can decide service prices, it
could withhold information on both ends of the hotelling line
and extract all the consumer surplus. However, when service
providers decide prices independently, the platform chooses
to disclose full information, as partial information makes
the price competition between service providers so fiercer
which in turn, forces the platform to reveal full information.
Therefore, our results also shed light on the role of informa-
tion transparency in service recommendations in augmenting
pricing instruments on such platform economies.

The paper is structured as follows. In Section 2, we review
related literature. In Section 3, we introduce the analytical
framework. In Section 4, we analyze our model under cus-
tomers’ self-selection when all customers receive the same
amount of information. In Section 5, we study the optimal
information disclosure policy. Extensions are discussed in
Section 6. In Section 7, we draw conclusions and briefly
discuss future directions. Proofs are presented in the Online
Appendix.

2 Literature Review
With the recent development of the internet, virtual ser-
vices, e-commerce, and the online market, a growing lit-
erature in information systems research focuses on “social
technologies,” especially the informational aspect. In a study

by Tan et al. (2016) targeting e-books industry, an agency
model is proposed to coordinate the incentives whereas sup-
ply chain contracts are typically used for traditional material
goods. Similar to our duopoly setting, Xu et al. (2010) investi-
gate competition between spatially differentiated firms. Chen
et al. (2011) is also related in terms of knowledge transmission
game between senders and receivers. They focus on the rep-
utation concern with which the sender is induced to provide
high-fidelity information. Along this line, Lin et al. (2008)
show that an informed sender can manipulate a receiver’s
belief about the sender’s information level.

“Targeting” is one of the social technologies that receives
tremendous attention, especially in marketing. The study of
consumer targeting technology in marketing starts from Iyer
et al. (2005). Shen and Miguel Villas-Boas (2018) extend
the idea and propose the concept of behavioral targeting,
based on past purchasing history. Zhang and Katona (2012)
depict a price competition scenario such that an intermediary
should strategically choose inaccurate targeting. More broadly,
the modeling of customers’ horizontal heterogeneity in our
paper is closest to the service marketing literature under the
Hotelling (1990) demand model. Beyond physical products,
the marketing of intangible services is featured with conges-
tion cost in the Hotelling model (Kohlberg, 1983). Ahlin and
Ahlin (2013) combine both features of horizontal differen-
tiation and service congestion, and it is hence revealed that
congestion effects can reduce competition intensity. In a sim-
ilar vein, Yang et al. (2013) consider a spokes model and
considered behavioral bias in a service operations environ-
ment. A closely related work by Zhong et al. (2020), examines
the referral problem between PCPs and specialists. The model
is similar in the sense that a hotelling framework was pro-
posed. In our paper, we focus on the information design prob-
lem and provide managerial insights concerning information
non-disclosure (“value of opaqueness”).

Methodology-wise, endogenous information structure has
been highlighted as a key research topic within the economics
and management literature. Recent research illustrates the
potential negative implications of information provision in
various contexts. Our paper is closest to Liao et al. (2017) in
terms of information sharing mechanism in a hotelling mar-
ket. Liu et al. (2017), for example, find that more/accurate
market-generated information can be detrimental to firms and
consumers due to firms’ improper pricing strategies and infor-
mation policies, which is contrary to conventional wisdom. A
firm can even manipulate its pricing based on existing online
word of mouth to influence online product reviews (thus influ-
encing sales) Feng et al. (2019). For the recommender system
in e-commerce platforms, Li et al. (2018) find that recom-
mendation information transparency may not create economic
value in a distributional channel setting, in particular, to the
consumers. Privacy concern regarding information collection
and disclosure has been raising attention.

Finally, the self-interested customers in our paper assim-
ilate queueing theory concepts in the context of a flexible
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service system. In our paper, online platforms use service
recommendations to control the information available to cus-
tomers so as to affect their service adoption decisions. This is
related to a stream of research concerning information eco-
nomics in the queue game context. Bayesian learning was
applied in Lingenbrink and Iyer (2019) to study optimal infor-
mation sharing in the context of an unobservable queue.
They showed that firms can maximize revenue by strate-
gically concealing information, which highlights the “value
of opaqueness” in revenue optimization. Guo et al. (2011)
showed that social welfare can be maximized by providing
partial information on the service time distribution because
partial information mitigates the congestion in the queue and
thus reduces aggregate delay cost. Similarly, Cui and Veer-
araghavan (2016) pointed out that more service information
disclosure may also lead to higher congestion costs and wel-
fare loss, due to customers’ individual incentive compatibility
under self-selection.

3 The Basic Model
In this section, we construct a game-theoretic model where
the platform can design and provide recommendations to
customers.

Customers. Following the Hotelling model, we assume that
two service providers offer horizontally differentiated services
at two ends of a Hotelling line. The service providers on the
left side and right side of the Hotelling line are denoted by
provider “L” and “R,” respectively. The demand rate of the
entire customer population is normalized to be Λ. The cus-
tomers are free to choose either the left-side service L or the
right-side service R, depending on their location on a Hotelling
line 𝜃: For each customer (she), her preference 𝜃 is unknown
ex-ante and is believed to follow a Beta(1, 1) distribution. We
model the heterogeneity of customer horizontal preferences by
assuming that 𝜃 is uniformly distributed on [0, 1] among the
entire population. The smaller the value of 𝜃 is, the closer their
preference is to the service L.

Targeting technology. The service platform makes recom-
mendations to customers and targeting relies on the collection
of vast amounts of consumer data to allow the delivery of
increasingly personalized content provisions. The intensity of
recommendations can be quantified as the number of signals n.
We model each signal as Bernoulli random variables xi ∈
{0, 1}, with P(xi = 1) = 𝜃, i ∈ {1, 2… , n}, where the signal
“1” indicates preference toward R and “0” indicates L. After
observing the set of signals, each customer can update her
belief according to the outcomes of n signals. By the property
of conjugacy, the posterior distribution of belief 𝜃̂|{xi} fol-

lows the distribution Beta
(∑i=n

i=1 xi + 1, n −
∑i=n

i=1 xi + 1
)

. We

choose this setup for ease of exposition and tractability and it
is widely adopted in the previous literature, for example, Berk
et al. (2007). It is worthwhile to point out that our results are
not limited to this specific setup. In Section 6.2, we show that

the findings are robust under arbitrary forms of the posterior
beliefs.

In our paper, we abstract away from how the updating pro-
cess is implemented but focus on information provision and
the resulting customer behaviors. The step-by-step updating
process is motivated by gradualism in strategic communica-
tions. For example, in the financial services industry, through
a risk tolerance questionnaire, a person can gradually learn
about his or her risk appetite and tolerance by answering a
sequence of questions. Alternatively, platforms can choose to
disclose all signals at once, allowing customers to simultane-
ously observe and update the information. For instance, online
platforms such as Yelp and TripAdvisor use multi-dimensional
ratings based on collected data to facilitate customers’ under-
standing of services. Customers can observe ratings across
various dimensions simultaneously to discern their prefer-
ences for specific services. The number of dimensions in the
rating system or questions in the risk tolerance questionnaire
can be considered as a set of signals and are designed by the
online platform. Despite potential differences in the learning
process, whether it is step-by-step or simultaneous, given the
same set of signals, a customer updates the same posterior
belief and thus behaves in the same manner.

We further assume that the platform will disclose cus-
tomer preferences truthfully under the recommendation sys-
tem. In reality, misinformation and information manipulation
on online platforms are heavily regulated by governments.
Beyond externally imposed governmental regulations, online
platforms are also motivated to self-regulate the information
environment because information manipulation and disinfor-
mation would lead to consumer trust crises and reputation
loss.3

Decision of service choices. If 𝜃 is known, we use the stan-
dard Hotelling model to capture the mismatch cost. A type-𝜃
customer incurs the mismatch cost ct𝜃 by choosing L, and
ct(1 − 𝜃) by choosing R. As we focus on services rather than
products, we follow the standard model of service operations
by assuming that each customer incurs a waiting cost at the rate
of cw per unit of time. The average waiting cost of the service
L or R can be roughly estimated using two M∕M∕1 queues,
whose service rate and arrival rate are denoted as 𝜇l, 𝜇r, 𝜆l,
and 𝜆r, respectively. Each customer gets a reward V from the
service L or R and has to pay the service provider a fee of Pr or
Pl, respectively. We can model the utility function for a type-𝜃
customer when choosing service L (Ul) or R (Ur) as:

Ul(𝜃) = V − cwE[Wl] − Pl − ct𝜃, (1)

Ur(𝜃) = V − cwE[Wr] − Pr − ct(1 − 𝜃). (2)

Each customer’s choice of service impacts congestion at both
service stations and E[Wl] and E[Wr] in the utility functions
are endogenized based on individual customer service adop-
tion behaviors. Based on the M∕M∕1 assumption, we obtain
E[Wl] = 1∕(𝜇l − 𝜆l) and E[Wr] = 1∕(𝜇r − 𝜆r). Customers
take the action (choosing either service) to maximize the
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expected individual utility. Throughout the paper, we assume
that 𝜇l + 𝜇r > Λ (“capacity constraint”). Intuitively, this con-
dition enables us to highlight customers’ choices by focusing
on the situation when the two service providers combined are
able to cater to the entire customer population.

Information transparency is the key feature of our infor-
mation structure. A customer’s preference (location on the
Hotelling line) is known only to the platform. We refer to infor-
mation transparency in this context as the platform’s policy in
disclosing the preference information to customers when the
recommendation signals are sent. Furthermore, the platform
is able to strategically release information by making per-
sonalized service recommendations to customers. Owing to
such targeting technologies, optimal information transparency
becomes a policy decision that depends on the heterogeneity
(position or preference) of the consumer. Finally, similar to
the information structure in service operations literature (e.g.,
Hassin and Haviv, 2003), we embrace the popular assump-
tion that the arrival process, service rate, congestion cost, and
service process are common knowledge, and assume further
that customers cannot observe their queue lengths due to the
appointment scheduling system used in most online platforms.

Sequence of events. In the absence of a recommenda-
tion system, or when there is no information transparency,
customers make choices based on their best judgment (prior
belief). Similar to a standard Hotelling model, this lack of
information entails a conceivable mismatch or a long delay
through congestion caused by sending too many customers to
either service. Under information transparency, the true loca-
tion 𝜃 of the customer can be partially or fully disclosed to
customers via repetitive recommendations. After observing
n signals {xi}, each customer updates her belief about her
location 𝜃̂|{xi}, and the expected utility she receives can be
calculated, for services L and R, respectively:

E[Ul|{xi}] = V − cwE[Wl] − Pl − ctE[𝜃̂|{xi}], (3)

E[Ur|{xi}] = V − cwE[Wr] − Pr − ct(1 − E[𝜃̂|{xi}]). (4)

4 Model Analysis
For simplicity, we start to analyze two extreme cases wherein
the recommendation system is either fully transparent or com-
pletely opaque. The two extreme cases provide benchmarks to
understand more complicated cases.

4.1 The Completely Opaque Case
Without a recommendation system, each customer makes her
decision according to the prior belief of a uniform distribution.
The expectation of 𝜃 is E(𝜃) = 1∕2 for any customer regardless
of the true preference. Based on equations (3) and (4), a type-𝜃
customer receives a payoff Ul = V−(cw∕(𝜇l − 𝜆l))−Pl−(ct∕2)
by choosing L, and Ur = V − (cw∕(𝜇r − 𝜆r)) − Pr − (ct∕2)
by choosing R. In other words, a customer blindly evaluates
her location in the absence of any recommendation signal

and makes a decision to maximize her expected utility. When
the expected utilities for R and L are equal, customers are
indifferent between R and L.

To balance the congestion at two service stations, we
assume that customers adopt a mixed service adoption
strategy: she chooses L with probability 𝛾 , and R with prob-
ability 1− 𝛾 . To facilitate further discussion, we introduce the
adjusted relative service price k = (Pl − Pr)∕cw as the relative
service cost adjusted by the waiting cost rate.

LEMMA 1. When the recommendation system is not avail-
able, there exists a unique strategy (pure or mixed) such that
each customer chooses L with probability 𝛾

∗ ∈ [0, 1] and R
with probability (1 − 𝛾

∗).

According to Lemma 1, customer division is induced
according to mixed strategies, and loads of two service
providers will be balanced when there is no information trans-
parency implemented. It is possible that all the customers will
choose only L or R when the adjusted relative service price k is
low or high enough under the ample service capacity, in which
case pure strategies will emerge.

4.2 Full Information Transparency
In the case of full information transparency, we assume that
the recommendation algorithm is perfectly accurate and that
each customer can perfectly infer her true preference after
observing the outcome of signals. This is equivalent to the
case where the number of signals n → ∞ in the general model
setting. It should be noted that in practice, n → ∞ implies
that the recommendation algorithm provides convincing sig-
nals by which a customer is tied to a location on the Hotelling
line of preference. We can interpret n → ∞ as a measure of
information provision based on the transparency level of such
a recommendation algorithm.

LEMMA 2. Under full information transparency, there exists
a unique threshold strategy 𝜃

∗ ∈ [0, 1] such that customers
with 𝜃 ≤ 𝜃

∗ choose L while the remaining choose R.

Under full information transparency, customers adopt a
threshold strategy because of the monotonicity of utility func-
tions in 𝜃. When a customer is completely informed of her true
type, her decision is type-dependent. She simply makes the
decision by comparing her type to the unique threshold, which
depends on the adjusted relative service price k. When the dif-
ference in the adjusted service prices of two service providers
becomes too large, all the customers will choose the service
with the lower price, in which a pure strategy will emerge
(i.e., 𝜃∗ = 0 or 𝜃∗ = 1). In this case, the elicited information
does not alter customer choice and the service price dominates
customers’ decisions. Customer diversion happens (i.e., a non-
trivial threshold 𝜃

∗ ∈ (0, 1)) when the difference in the waiting
cost and mismatch cost adjusted by a buffer of ct∕cw is not
large enough to dominate customers’ decisions.
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4.3 Partial Information Transparency
In practice, signals solicited by the platform may not be suffi-
cient to fully reveal customers’ true type. We refer to this case
as partial information transparency. Note that we have not yet
proposed “targeting technologies” since the information struc-
ture so far is homogeneous for all customers. In this section,
we examine the general case in which the accuracy of a rec-
ommendation algorithm is captured by the number of signals
n < ∞. We assume that each customer receives the same num-
ber of signals about her type from the recommendation system.
Again, the platform is truth-telling and can neither distort nor
withhold the information.

LEMMA 3. Under partial information transparency where the
number of signals is n, there exists a unique strategy N∗ such
that customers choose L if

∑i=n
i=1 xi < N∗ and choose R if∑i=n

i=1 xi > N∗. Furthermore, when
∑i=n

i=1 xi = N∗, customers
choose L with probability p∗ ∈ [0, 1) and R with probability
1 − p∗.

Under partial information transparency, customers can
infer their type from the outcome of observed signals and
then update their corresponding beliefs. The larger the out-
come

∑i=n
i=1 xi, the higher the probability that the customer

type is close to R. Thus, customers adopt a threshold strategy
and compare the outcome of signals

∑i=n
i=1 xi to the thresh-

old. When
∑i=n

i=1 xi < N∗, customers choose L and choose R

when
∑i=n

i=1 xi > N . Since the number of signals is a finite

integer when
∑i=n

i=1 xi = N∗, similar to the opaque case, cus-
tomers may adopt a mixed or pure strategy to balance the
congestion at two queues. We remark that it is possible that
p∗ = 0, in which case the strategy reduces to a pure strategy.
For convenience, we use a unified notation for both pure and
mixed strategies. We denote 𝜂

∗ = N∗ + p∗, where we have
N∗ ∈ {0, 1,… , n} and p∗ ∈ [0, 1). 𝜂∗ is solved in the Online
Appendix. (N∗ + p∗)∕(n + 1) is the proportion of customers
choosing L, which indicates the degree of customer diversion.
The information transparency (accuracy/information provi-
sion of a recommendation) is indicated by the number of
signals n. Recall that 𝜃∗ is the equilibrium threshold under full
information transparency.

PROPOSITION 1. Value of Information Transparency. We
have the following observations regarding the welfare
implications:

1. Under full information transparency, aggregate customer
welfare is strictly greater than the scenario with no infor-
mation transparency except when all customers choose
either L or R, in which customer welfare remains the same.

2. The customer diversion (N∗ + p∗)∕(n + 1) converges to
𝜃
∗ in a nonmonotonic fashion as the information trans-

parency improves n → ∞. Aggregate customer welfare as

a function of n converges to the case with full information
transparency in a nonmonotonic fashion when n → ∞.

By directly comparing customer welfare in two extreme
cases, we confirm that aggregate customer welfare is strictly
higher under full information transparency (in most nontrivial
cases). The increase in aggregate customer welfare is con-
tributed by the reduction in mismatch cost and congestion
cost. Intuitively, in the absence of information transparency,
customers overcrowd the service with the lower price, engen-
dering a high mismatch cost as well as service congestion.
Information transparency can serve as a compass by which
customers navigate toward the more suitable service and thus
reduce the mismatch cost. The negative social externality of
customers’ service adoption decisions in the form of high
congestion costs is also greatly reduced when customers are
guided away from the more popular choice.

Under partial information transparency, as n → ∞, the
information elicited by the recommendation system converges
to full information, so customer behaviors also converge to the
equilibrium under full information transparency but in a non-
monotonic fashion. Intuitively, when there is a slight increase
in information transparency, indicating a small increment in
the number of signals, customers may tend to overestimate or
underestimate their true type due to the insufficient accuracy
of the information. As a result, they may react excessively to
imperfect information provided by the recommendation sys-
tem due to the discrete nature of the signal format. Similarly,
we can intuitively infer that aggregate customer welfare as a
function of n exhibits a convergence to the case with full infor-
mation transparency in a nonmonotonic fashion when n → ∞.
Additionally, partial information transparency helps mitigate
the negative externalities arising from individual service adop-
tion behaviors. As information transparency increases, overall
customer welfare shows an increasing trend but not necessarily
in a monotonic manner.

In our paper, the value of information transparency could
be measured by the increase in aggregate customer welfare. It
is consistent with empirical studies that have demonstrated the
benefits of such consultations, including reduced waiting time
and increased service efficiency (Gleason et al., 2017; Naka
et al., 2018). Our contribution to the existing literature lies in
quantifying the accuracy of information provision through the
number of signals, and we demonstrate that under partial infor-
mation transparency, aggregate customer welfare converges to
full information transparency in a nonmonotonic fashion.

5 The Targeting Technology
In this section, we investigate the optimal information pol-
icy considering the different objectives of the platform. In
particular, though information transparency reduces mismatch
costs and mitigates the negative social externality, aggregate
customer welfare is not monotonic in the informativeness of
information disclosure. For this reason, in Section 5.1, we
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study the optimal information provision policy to maximize
aggregate customer welfare from the customer-centric per-
spective. In Section 5.2, we further consider a profit-seeking
platform. We also relax the assumption of exogenous prices
and examine the optimal information policy under both exoge-
nous prices and endogenous prices. It should be noted that we
relax this assumption only when the platform is profit-driven.
When it is customer-centric, service prices should be reduced
to zero to maximize aggregate customer welfare, so we skip
this trivial case.

Sequence of events and information structure. First, we
assume that the platform becomes aware of each customer’s
type due to its data-mining and analytics advantages, and then
decides whether to inform customers of their individual type.
Toward a specific objective, the platform chooses a revela-
tion strategy that maximizes aggregate customer surplus or
the platform’s profit. The rest of the events are identical to
that in the basic model, wherein customers choose to visit
either R or L based on their best knowledge. In particular, since
the information endowment is heterogeneous at this stage, we
assume that the equilibrium is induced by a consistent belief,
that is, customers understand the information provision policy
the platform chooses.

5.1 Customer Welfare Maximization
5.1.1 Centralized Optimization of Customer Welfare. The pur-
pose of this section is to design an information transparency
policy to increase aggregate customer welfare. A customer-
centric perspective corresponds to the recent shift in business
models from profit-driven motives to corporate social respon-
sibilities. As a business innovation, customer-centric manage-
ment increases competitiveness and brings promising business
opportunities for new businesses (Liang and Tanniru, 2006).
We focus on the information policy design of recommendation
systems, to facilitate “targeted information disclosure”.

To motivate our solution, we start with a characterization
of an upper bound of aggregate customer welfare and exam-
ine the gap. An upper bound in customer welfare is reached
when there exists an omniscient central planner dictating to
customers which service they should choose. Suppose that
𝛾 is the fraction of customers who choose L. The central
planner’s problem is to maximize Ψs by choosing a threshold
𝛾 . Since the utility of visiting the left-side service Ul is mono-
tonically decreasing with 𝛾 while that of visiting the right-side
service, Ur is monotonically increasing with 𝛾 , the central
planner can use a threshold strategy to maximize aggregate
customer welfare.

LEMMA 4. There exists a unique threshold 𝜃s such that aggre-
gate customer welfare is maximized when all customers whose
𝜃 ≤ 𝜃

s choose L while the rest of the customers choose R when
𝜃 > 𝜃

s.

Lemma 4 confirms the existence of the optimal threshold
strategy 𝜃

s. The threshold strategy 𝜃
∗ is derived through the

equilibrium condition when customers self-select between R
and L. Consequently, the threshold strategy 𝜃

s provides an
upper bound for aggregate customer welfare since we assume
a dictatorial central planner by ignoring customers’ incentive
compatibility. Thus, the self-selecting equilibrium threshold
𝜃
∗ is likely a suboptimal choice in terms of aggregate cus-

tomer welfare. Intuitively, when a customer chooses between
R and L, she does not fully consider the negative externalities
imposed by waiting in the queue, which could reduce aggre-
gate customer welfare. The popular choice (either R or L) will
become overcrowded, which leads to a suboptimal outcome in
terms of aggregate customer welfare.

COROLLARY 1. Comparison Between Centralized and Indi-
vidual Optimization. When k := ((Pl − Pr)∕cw) > s∗, 𝜃∗ < 𝜃

s;
conversely, when k < s∗, 𝜃s

< 𝜃
∗. The threshold s∗ is a function

of other system parameters as defined in the Online Appendix.

In Corollary 1, we derive comparative statics. In particu-
lar, we provide managerial insights concerning the factors that
lead to either an overcrowding of R or L. For example, our
results imply that when L charges a relatively high price com-
pared to R, the right-side service becomes overcrowded, that is,
a population 𝜃s−𝜃∗ of customers choose R in the self-selecting
equilibrium but they should have chosen L for the societal
optimum. Thus, customers are still oversensitive toward the
service price, even with full information transparency, and
make decisions based on a direct cost–benefit analysis without
considering the external effects of waiting in queues.

5.1.2 Personalized Information Transparency. As previously
stated, the upper bound of aggregate customer welfare is
reached when an omniscient central planner dictates for their
customers which service to choose. When customers are free
to choose between L and R, the resulting equilibrium under
perfect information can hardly achieve the socially optimal
level due to externalities. This sweet spot of optimal customer
diversion seems operationally impossible since the online
platform cannot enforce but only advise consumers in most
business contexts.

To fill the gap between centralized optimization and indi-
vidual optimization, we propose a personalized information
transparency policy that allows the platform to strategically
reveal information, whereas customers make their individual
choices based on their best knowledge and the released infor-
mation. In other words, the information revelation policy is
personalized and type-dependent. We first propose a general
interval revelation policy, under which, the platform is free to
provide personalized information to customers.

In the following, we prove that, under the optimal infor-
mation policy, the negative externalities of individual queue-
joining behaviors can be fully resolved and the upper bound of
aggregate consumer welfare can be achieved.

Interval Revelation Policy. We consider a general form of
the information disclosure policy, wherein the platform could
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provide personalized information for a particular customer.
The class of information structures we investigate takes the
following form: Consider a set of thresholds 0 < 𝜃1 < 𝜃2 <

⋯ < 𝜃N < 1, wherein N is a natural number. The interval
revelation policy is a mapping from interval (𝜃n, 𝜃n + 1) to the
set of natural numbers ℕ, which represents the number of sig-
nals that customers located in the interval (𝜃n, 𝜃n + 1) could
observe. Thus, the platform fully controls the number of sig-
nals any customer observes. We further assume that customers
understand that the platform adopts a revelation policy within
this class and form consistent beliefs about their types.

PROPOSITION 2. When the platform is customer-centric, the
optimal information structure is polarized, where the plat-
form discloses either full information or no information to any
particular customer.

Unlike the previous literature regarding information shar-
ing or information provision problems, for example, Liao et al.
(2017), our paper focuses on the information design prob-
lem and considers a more general structure where informa-
tion disclosure for heterogeneous customers is personalized.
Proposition 2 implies that we can rule out partial informa-
tion transparency for any particular customer when design-
ing the optimal information policy and focus on a polarized
information structure where the platform discloses either full
information or no information. This is because the interval
information structure containing partial information trans-
parency in any interval is weakly dominated by a polarized
information structure. Intuitively, in the Hotelling model, the
platform is incentivized to induce customers to choose the
suitable service through information design, regardless of
whether the platform is customer-centric or profit-seeking.
This implies that in the Hotelling model, the optimal infor-
mation policy should induce a threshold equilibrium.

However, partial information transparency in any interval
may induce consumers to randomize between services, as the
preference information is not accurate enough. For instance,
to maximize aggregate customer welfare, customers should
adopt a pure strategy according to the threshold 𝜃

s speci-
fied in Proposition 5. However, if for a particular customer,
partial information is revealed, according to Lemma 3, the cus-
tomers may adopt a mixed strategy by randomizing between
services. In addition, partial information transparency may
guide customers to choose an unsuitable service and result
in higher mismatch costs when the signals are not accurate.
This would lead to an inferior outcome in terms of aggregate
customer welfare. Instead, the platform could always use a
polarized information structure to achieve an equilibrium out-
come where the proportion of customers to choose service L
or R remains the same but the mismatch cost is reduced. In
the next section, this result even becomes more pronounced
when the platform is profit-seeking, where the information
structure with partial information transparency implemented
in any interval is strictly dominated because the platform seeks

to maximize customers’ willingness to pay by guiding them to
choose the suitable service.

Through Proposition 2, we prove that considering two
benchmarks (i.e., full information transparency and the com-
pletely opaque case) is enough to formulate an optimal infor-
mation policy. Regarding target technology, for any particular
customer, the optimal intensity of recommendations should be
either n = 0 or n → ∞. It simplifies our analysis by refining
the strategy space. In the following analysis, we restrict our
attention to a more simple interval revelation policy, which is
a mapping from interval (𝜃n, 𝜃n +1) to a binary action denoted
by 0 or 1, where 1 indicates that a customer with 𝜃 ∈ (𝜃n, 𝜃n+1)
is to receive her type information while 0 indicates otherwise.

LEMMA 5. Optimal Information Structure. Suppose the
platform maximizes aggregate customer welfare by choosing
an arbitrary interval revelation policy, then the optimal one
takes the following form: there exist 𝜃1 and 𝜃2 and 0 ≤ 𝜃1 <

𝜃2 ≤ 1, where customers with 𝜃 ∈ (𝜃1, 𝜃2) should receive no
information while customers on the two sides receive perfect
information.

The main challenge in designing the information policy is
that there are infinitely many interval revelation policies. The
significance of the above lemma is to pin down a specific class
of information structures. Readers are referred to the Online
Appendix for a complete proof and we briefly sketch the proof
idea here. Under an arbitrary information structure with 𝜃1
and 𝜃2 and 0 ≤ 𝜃1 < 𝜃2 ≤ 1, customers on the two sides
receive perfect information and employ a threshold strategy
based on the true 𝜃. If there is another information structure,
which is different from the one with 𝜃1 and 𝜃2 by revealing
more information. Then, without loss of generality, we con-
sider an alternative information structure that chooses to reveal
information in a small interval between 𝜃1 and 𝜃2. If revealing
more information is a choice, shrinking the withholding band
𝜃1 and 𝜃2 to a smaller one, for instance, (𝜃1 +

Δ𝜃
2

, 𝜃2 −
Δ𝜃
2

) is
always a better choice than that of revealing information in a
Δ𝜃 interval between 𝜃1 and 𝜃2. This is because the mismatch
cost near the two ends is higher than that in the middle, and an
interval revelation policy given the same amount of revelation
interval 𝜃2 − 𝜃1 should take the form in Lemma 5.

PROPOSITION 3. The optimal information structure is char-
acterized in Tables 1 and 2, where the upper bound of aggre-
gate consumer welfare can be achieved. In particular, when
𝜃

s
> 𝜃

∗, the optimal solutions are 𝜃2 = 𝜃
s and 𝜃1 ∈ [0, 𝜃̄1].

When 𝜃
s

< 𝜃
∗, the optimal solutions are 𝜃1 = 𝜃

s and
𝜃2 ∈ [𝜃̄2, 1].

The following scenarios under the information structure
can take place:

1. In Case 1, since 𝜃1 ≥ 𝜃
∗, customers with 𝜃 ∈ [0, 𝜃∗]

choose L and (𝜃∗, 1] choose R. Aggregate customer welfare
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Table 1. The equilibrium under different information structures when 𝜃
s
> 𝜃

∗.

Conditions Solution Welfare Customer behavior

Case 1 𝜃1 ≥ 𝜃
∗

𝜃1 ≥ 𝜃
∗, 𝜃1 < 𝜃2 Ψ = Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

Case 2 𝜃1 < 𝜃
∗
< 𝜃2, k̄ ≤ k 𝜃1 → 𝜃

∗, 𝜃2 → 𝜃
∗ Ψ → Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

Case 3 𝜃1 < 𝜃
∗
< 𝜃2, k ≥ k 𝜃2 = 𝜃

s
𝜃1 ∈ [0, 𝜃1] Ψ = Ψs [0, 𝜃s] choose L (𝜃s, 1] choose R

Case 4 𝜃1 < 𝜃
∗
< 𝜃2, k̄ > k, k < k 𝜃2 → 𝜃

s
𝜃1 → 𝜃1 Ψ → Ψs [0, 𝜃s] choose L (𝜃s, 1] choose R

Case 5 𝜃2 ≤ 𝜃
∗

𝜃2 ≤ 𝜃
∗, 𝜃1 < 𝜃2 Ψ = Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

Table 2. The equilibrium under different information structures when 𝜃
s
< 𝜃

∗.

Conditions Solution Welfare Customer behavior

Case 6 𝜃1 ≥ 𝜃
∗

𝜃1 ≥ 𝜃
∗, 𝜃1 < 𝜃2 Ψ = Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

Case 7 𝜃1 < 𝜃
∗
< 𝜃2, k ≥ k 𝜃1 = 𝜃

s
𝜃2 ∈ [𝜃2, 1] Ψ = Ψs [0, 𝜃s] choose L (𝜃s, 1] choose R

Case 8 𝜃1 < 𝜃
∗
< 𝜃2, k̄ ≤ k 𝜃1 → 𝜃

∗, 𝜃2 → 𝜃
∗ Ψ → Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

Case 9 𝜃1 < 𝜃
∗
< 𝜃2, k̄ > k, k < k 𝜃1 → 𝜃

s
𝜃2 → 𝜃2 Ψ → Ψs [0, 𝜃s] choose L (𝜃s, 1] choose R

Case 10 𝜃2 ≤ 𝜃
∗

𝜃2 ≤ 𝜃
∗, 𝜃1 < 𝜃2 Ψ = Ψ2 [0, 𝜃∗] choose L (𝜃∗, 1] choose R

reaches Ψ2, the welfare in the self-selecting equilibrium
under full information. Similarly, in Case 5, 𝜃2 ≤ 𝜃

∗, cus-
tomers with 𝜃 ∈ [0, 𝜃∗] choose L and (𝜃∗, 1] choose R.
Aggregate welfare is also Ψ2.

2. In Case 2, 𝜃1 < 𝜃
∗
< 𝜃2 and k̄ ≤ k (the price gap is

higher than some threshold), customers with 𝜃 ∈ [0, 𝜃1]
choose L and customers with 𝜃 ∈ (𝜃1, 1] choose R. When
𝜃

s
> 𝜃

∗, the solution to the welfare maximization prob-
lem is 𝜃1 → 𝜃

∗ and 𝜃2 → 𝜃
∗, and thus aggregate welfare

Ψ → Ψ2. Customers with 𝜃 ∈ [0, 𝜃∗] choose L and
customers with 𝜃 ∈ (𝜃∗, 1] choose R.

When 𝜃
s
< 𝜃

∗, the optimal solution is 𝜃1 = 𝜃
s and

𝜃2 ∈ [𝜃2, 1], thus Ψ = Ψs. customers with 𝜃 ∈ [0, 𝜃s]
choose L and customers with 𝜃 ∈ (𝜃s, 1] choose R. Cus-
tomers located close to the type 𝜃1 will be induced to
choose L instead because customers located near 𝜃1 overes-
timate their type (E[𝜃] is higher than the true 𝜃). Intuitively,
because these customers near the 𝜃1 believe that they are
closer to L than they actually are, they choose L when
they should visit R. Consequently, when 𝜃

s
< 𝜃

∗, L is
overcrowded under the self-selecting equilibrium.

3. Case 3. If 𝜃1 < 𝜃
∗
< 𝜃2 and k ≥ k, customers with 𝜃 ∈

[0, 𝜃2] choose L while customers with 𝜃 ∈ (𝜃2, 1] choose
R, because all customers with 𝜃 ∈ (𝜃1, 𝜃2) choose L. When
𝜃

s
< 𝜃

∗, the solution is 𝜃1 → 𝜃
∗ and 𝜃2 → 𝜃

∗, and Ψ → Ψ2.
Customers with 𝜃 ∈ [0, 𝜃∗] choose L and customers with
𝜃 ∈ (𝜃∗, 1] choose R.

When 𝜃
s
> 𝜃

∗, the optimal solution is 𝜃2 = 𝜃
s and

𝜃1 ∈ [0, 𝜃1], and thus Ψ = Ψs. Customers with 𝜃 ∈ [0, 𝜃s]
choose L and customers with 𝜃 ∈ (𝜃s, 1] choose R. The
intuition is similar to the previous case.

4. Case 4. If 𝜃1 < 𝜃
∗
< 𝜃2, k < k < k̄, customers with 𝜃 ∈

[0, 𝜃1] choose L while customers with 𝜃 ∈ [𝜃2, 1] choose
R. Customers with 𝜃 ∈ (𝜃1, 𝜃2) play a mixed strategy by
randomizing between both ends. Denote the equilibrium
fraction of customers who choose L by 𝛾

s. When 𝜃
s
> 𝜃

∗,
the optimal solutions are 𝜃1 → 𝜃1 and 𝜃2 → 𝜃

s, and thus

Ψ → Ψs. When 𝜃
s
< 𝜃

∗, the optimal solutions are 𝜃1 → 𝜃
s

and 𝜃2 → 𝜃2, and thus Ψ → Ψs. Customers with 𝜃 ∈ [0, 𝜃∗]
choose L while the customers with 𝜃 ∈ (𝜃∗, 1] choose R.
The optimal aggregate customer welfare turns out to be
arbitrarily close to the welfare-maximizing case.

5. The analysis for Cases 6–10 is symmetric and we omit the
tedious algebra here. The values of k, k̄, 𝜃1, and 𝜃2 can be
found in the Online Appendix.

Figure 1 illustrates the positioning of different cases in terms
of the values of 𝜃1 and 𝜃2 when 𝜃

s
> 𝜃

∗ and 𝜃
s
< 𝜃

∗. When
𝜃

s
> 𝜃

∗, aggregate customer welfare is maximized with the
solutions shown by the red line, located in region Case 3, where
𝜃2 = 𝜃

s and 𝜃1 ∈ [0, 𝜃1]. All cases are positioned above the
45-degree line due to the definition 𝜃2 ≥ 𝜃1. The key message
from the equilibrium analysis here is that there exist multiple
(infinitely many) personalized information transparency poli-
cies, as the platform can allow one threshold to vary in a given
range.

The optimal information provision policy is somewhat
surprising as it highlights the “value of opaqueness” when
a customer-centric platform maximizes aggregate customer
welfare by strategically withholding recommendations from
a subset of customers. Intuitively, the platform discloses the
information for customers located close to either R or L to
reduce the mismatch cost. For customers located in the middle
region on the Hotelling line, the mismatch cost is dominated by
the over-crowding effect. The “value of opaqueness” is derived
when the platform strategically withholds the information
(personalized information transparency), causing these cus-
tomers to randomize and thus correcting their overcrowding
service adoption behaviors.

The “value of opaqueness” echoes the existing research
that partial information disclosure could mitigate the con-
gestion and reduce welfare loss, for example, Lingenbrink
and Iyer (2019), Guo et al. (2011) and Cui and Veeraragha-
van (2016). However, our paper differs from the previous
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Figure 1. The optimal combination of 𝜃1 and 𝜃2 in different scenarios. (a) When 𝜃
s
> 𝜃

∗, the graph illustrates the positioning of
different cases in terms of the value of 𝜃1 and 𝜃2. The aggregate customer welfare is maximized for solutions shown by the red line,
located in region Case 3, that is, 𝜃2 = 𝜃

s and 𝜃1 ∈ [0, 𝜃1]. (b) When 𝜃
s
< 𝜃

∗, the figure illustrates the different cases from Table 2. The
optimal solutions are shown by the red line in Case 7, that is, 𝜃1 = 𝜃

s and 𝜃2 ∈ [0, 𝜃2].

literature by focusing on information disclosure about cus-
tomer preferences within a Hotelling framework. Another key
message from Proposition 3 is that there exists an infinite num-
ber of personalized information transparency policies. This
observation further highlights the robustness and practicality
of strategically disclosing or withholding information to cus-
tomers to maximize welfare. For instance, once 𝜃2 is fixed, the
platform can allow 𝜃1 to vary based on its operational/legal
constraints.

5.2 Platform Profit Maximization
In the previous sections, our analysis is from a customer-
centric perspective, motivated mainly by healthcare operations
and corporate social responsibility agenda. In other industries
or contexts, profit-seeking incentives may also be of interest
to platform economies.

In the following, we assume that a platform’s objective is
to maximize its own profit while the model setup remains oth-
erwise identical. Similar to Section 5.1, we still follow the
personalized information transparency approach to investigate
the optimal information policy. Without loss of generality, we
assume that the unit cost of providing service L or R is nor-
malized to 0. We first assume that the prices of services Pl

and Pr are exogenously given. This assumption is true if the
platform adopts agency selling, a format where the platform
allows manufacturers to get access to customers directly and
charges a fee for providing this access. Agency selling is com-
mon in practices and literature (Tan and Carrillo, 2017; Guo
et al., 2021). Later, we will relax this assumption and study the
optimal information policy combined with endogenous prices.
Suppose that 𝜅 is the fraction of customers who choose L. The

platform’s profit denoted by 𝜋 is as follows:

𝜋(𝜅) = 𝜅ΛPl + (1 − 𝜅)ΛPr. (5)

From equation (5), since the unit cost of providing service L or
R is normalized to 0, the platform’s profit depends on the profit
margin (i.e., service prices) and the corresponding demand.
To maximize its profit, the platform should encourage more
consumers to choose the service with a higher profit margin
through the design of its information transparency policy.

PROPOSITION 4. When service prices Pl and Pr are exoge-
nously given. For a profit-seeking platform, the optimal infor-
mation structure is characterized in Table 3, where 𝜅l and 𝜅r
are unique and specified in the Online Appendix.

In the basic model, a customer-centric platform would
strategically withhold information from consumers located in
the middle segment on the Hotelling line, to prevent them
from overcrowding the more popular service. In contrast, for
a profit-seeking platform, when the service prices are exoge-
nously given, the information transparency policy is adapted
to induce customers to choose the more profitable service. In
this case, the platform should withhold information from cus-
tomers whose types are closer to the more profitable service
but disclose full information to more distant customers. For
example, when the service L is more profitable (Pl > Pr),
the platform should disclose full information at the right end
on the Hotelling line but withhold information at the left end,
such that the customers in the middle hold high expectation
about service L but know exactly the true mismatch cost of
service R. Such an information policy is to induce customers
in the middle to choose the more profitable service and thus
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Table 3. The optimal information policy for a profit-seeking platform under exogenous prices.

Condition Information structure Platform profit

Pl < Pr 𝜃 ∈ [0, 𝜅r]: reveal full information; 𝜃 ∈ (𝜅r , 1]: reveal no information. 𝜅rΛPl + (1 − 𝜅r)ΛPr
Pl > Pr 𝜃 ∈ [0, 𝜅l]: reveal no information; 𝜃 ∈ (𝜅l , 1]: reveal full information. 𝜅lΛPl + (1 − 𝜅l)ΛPr
Pl = Pr Any policy ΛPr or ΛPl

Table 4. The optimal information policy for a profit-seeking
platform under endogenous prices.

Information Consumer
Interval transparency behavior

𝜃 ∈ [0, 𝜅∗] reveal no information customers choose L
𝜃 ∈ (𝜅∗, 1] reveal no information customers choose R

maximize the platform’s profit. While endogenous informa-
tion structure has been highlighted as a key research topic in
the field of operations management, there is little research that
studies how online platforms could guide consumer selection
behaviors in the Hotelling framework through information dis-
closure about consumer preferences. This also complements
the existing literature on the agency selling model from the
perspective of information design.

So far, we have derived the optimal information trans-
parency policy when the service prices are exogenously given.
In a service retail setting or other contexts, the platform may
be able to exploit pricing decisions for profit maximization.
According to the classic literature, in the reselling format, the
platform purchases products or services from the upstream and
resells them to customers, allowing the platform to set prices
(Hagiu and Wright, 2015; Feng et al., 2020). Both agency sell-
ing and reselling are common in real practice (Tian et al., 2018;
Geng et al., 2018), so we extend our model by simultaneously
leveraging on pricing and informational instruments for profit
maximization. Price discrimination and partial market cover-
age are eliminated for a clear presentation of the main results.
In the following proposition, we characterize the platform’s
jointly optimal information policy and pricing decisions.

PROPOSITION 5. When service prices Pl and Pr are
endogenous, the optimal information transparency policy
for a profit-seeking platform is characterized in Table 4,
where the threshold 𝜅

∗ is unique and specified in the
Online Appendix, and the optimal service prices are Pl =
V − (cw∕(𝜇l − 𝜅

∗Λ)) − ((ct𝜅
∗)∕2) and Pr = V −

(cw∕(𝜇l − (1 − 𝜅
∗)Λ) − ((ct(1 − 𝜅

∗))∕2).

When the service prices are endogenous, the platform
adopts a two-interval policy such that customers’ location
information is concealed in either interval. Under this two-
interval information policy, each consumer only knows which
interval she belongs to but not the exact location therein. For
profit maximization, the service price must be the lower bound
of the surplus of customers that choose the service. Such a

two-interval information policy increases customers’ willing-
ness to pay for the service closer to the interval they belong to.
Conversely, by strategically obfuscating the location informa-
tion, they cannot infer their exact location, so the willingness
to pay off customers located in the middle is further increased.
Therefore, by fully improving the customer’s willingness to
pay, especially customers located in the middle, the platform
could charge high service prices and extract all the customer
surplus (i.e., all customers get zero surplus).

Proposition 5 expands the existing literature on informa-
tion design by examining the joint design of information
disclosure and pricing strategies. It also contributes to the
literature on platform operations and information-revealing
pricing strategies. Qiu and Whinston (2017) have shown that
increased information disclosure through social technologies
can alter customers’ willingness to pay, and sellers can utilize
information-revealing pricing strategies to enhance profits. In
our model, online platforms design information disclosure,
and we demonstrate that a carefully designed policy mix of
prices and information policies can enable online platforms to
extract all consumer surplus.

In the following, we briefly compare the optimal informa-
tion policy in different scenarios from two dimensions: price
setting and the platform’s objectives.

COROLLARY 2. The comparison of the optimal information
transparency policy in different scenarios is summarized in
Table 5.

Section 5 sheds light on the design of the information
transparency policy for a platform with various objectives.
For a customer-centric platform, we only consider the case
with exogenous prices. Because service prices should be
directly reduced to zero under endogenous prices, we skip
this trivial case for a customer-centric platform. The “value of
opaqueness” is highlighted when a customer-centric plat-
form maximizes aggregate customer welfare. By strategically
withholding recommendations from customers in the middle
region on the Hotelling line, customers are guided from an
overcrowding choice and thus reduce the total congestion cost.
However, for a profit-seeking platform, the information policy
is exploited to extract more consumer surplus. In particular,
when service prices are fixed, the optimal information pol-
icy is information disclosure to preference-aligned customers
while information nondisclosure to preference-misaligned
customers. But when service prices become endogenous, the
platform would withhold the information at both ends on the
Hotelling line such that the platform could also charge high
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Table 5. Comparison of the optimal information transparency policy in different scenarios.

Customer welfare maximization Platform profit maximization

Exogenous prices Three-interval:
full information at two ends;
no information in the middle.

Two-interval:
no information at one end;
full information at the other end.

Endogenous prices Two-interval:
no information at both ends.

prices for both services. We remark that such an information
policy allows the platform to extract all the consumer surplus
under endogenous prices.

6 Extensions and Discussions

6.1 Competitive Pricing
In the basic model, we only consider the platform’s decisions,
wherein the platform has full control over information design
(and price setting). Even under the assumption of endogenous
prices, it is the platform that sets prices, which corresponds
to the reselling format. On the contrary, following the tradi-
tional literature on agency selling, the platform provides an
online channel for two firms to sell products, wherein firms
decide the price of their products. However, in the basic model,
we abstract away from decentralized price decisions by ser-
vice providers and focus on the platform’s information design
problem by assuming that service providers’ pricing decisions
are exogenous.

In this extension, we further relax this assumption and con-
sider the strategic interactions between horizontally differen-
tiated service providers’ pricing decisions and the platform’s
information design. Under this more complicated setting, we
assume that the service providers decide the prices in a com-
petitive market while the platform designs the information
policy. The decision sequence takes place as follows. The
platform first designs and publicly discloses the information
disclosure policy regarding the two horizontal differentiated
service providers. After observing the platform’s information
policy, the two service providers simultaneously decide on
service prices.

In the equilibrium, customer behaviors are not only guided
by the information environment and service providers’ prices
but also impacted by the externalities of other customers’
queue joining decisions (indicated in the congestion costs).
To focus on the strategic interactions between the platform’s
information design and service providers’ pricing competi-
tion, we intentionally assume cw = 0 such that we could ignore
the externalities of individual choices. This helps to illus-
trate how the important force of competition between service
providers influences the platform’s information design. Like
the basic model, we consider two scenarios where the platform
is customer-centric or profit-seeking. In the agency selling
model, the platform charges a fee from service providers for
providing online access in the form of a fixed fraction of the
two service providers’ revenue. Thus, when the platform is

profit-seeking, its goal is equivalent to maximizing the joint
profit of the two service providers.

PROPOSITION 6. Given cw = 0, when the platform is allowed
to design an information policy while the two service providers
set prices, regardless of the platform’s goal, either customer
welfare maximization or profit maximization, the platform’s
information policy is to reveal full information and service
providers’ optimal prices are Pl = Pr = ct.

Proposition 6 indicates that the platform should disclose
full information no matter whether it is customer-centric
or profit-seeking. The equilibrium outcome degenerates to
a classic Hotelling model. Interestingly, partial information
disclosure may make the price competition between service
providers much fiercer. When the platform discloses imperfect
information in an interval, as we have discussed in Section 5,
customers adopt a threshold strategy depending on the sum
of realized signals (i.e.,

∑n
i=1 xi), which is a discrete number.

Since customers observe only partial information, consumers
who receive the same signals are likely to behave in the same
manner. Thus, when the two horizontally differentiated service
providers compete for customers in an interval with imperfect
information, either service provider would find it profitable
to undercut the competitor’s price and thus obtain a discrete
jump up in its demand. This profitable deviation makes the
equilibrium impossible to exist when two horizontally differ-
entiated service providers engage in price competition under
imperfect information. In other words, in the presence of price
competition between service providers, the partial information
disclosure does not increase customer welfare or the profits of
the platform. In the equilibrium, regardless of the platform’s
objectives, it reveals full information while service providers
decide prices in a classic Hotelling model.

To the best of our knowledge, there is limited research
on the strategic interactions between a platform’s informa-
tion design and service providers’ pricing competition. Our
findings are also novel in that price competition between hor-
izontally differentiated service providers renders the platform
unable to exploit information design to achieve its objec-
tives. Moreover, our model extends the welfare implications
of two selling formats, namely reselling and agency selling,
by incorporating the platform’s information design.

COROLLARY 3. Under endogenous prices, we have the fol-
lowing observations regarding two selling formats.
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1. When the platform is profit-seeking, the platform’s profit is
higher under the reselling format than the agency selling
format while customer welfare is lower under the reselling
format.

2. When the platform is customer-centric, the platform’s profit
is higher under the agency selling format while customer
welfare is higher under the reselling format.

Comparing two selling formats, with full control of ser-
vice prices and information design, the platform is capable of
achieving its goal effectively. Recall that Proposition 5 indi-
cates that the platform could extract all surplus by jointly
setting service prices and designing the information policy.
When the platform is customer-centric, it allocates all surplus
to customers by setting zero service prices. However, under
the agency selling format, competitive pricing deprives the
platform’s ability to influence consumers through informa-
tion design, which results in full information disclosure no
matter what objective the platform holds. The agency selling
format benefits consumers when the platform is profit-seeking
but service providers when it is customer-centric. Those wel-
fare implications could provide managerial insights in real
practice.

6.2 General Distributions and Information Updating
Processes
In the previous sections, our model is based on the assumptions
of the uniform Hotelling line model. In this subsection, we
now consider an extension where customers’ type 𝜃 follows a
general distribution instead of a uniform distribution.

Comparing Lemmas 1, 2, and 3, which describe the equilib-
rium of customer service adoption behaviors under different
information transparency policies, we note that the case of
absent and perfect information transparency are no more than
two special cases of imperfect information transparency. In the
case of imperfect information transparency, the policy is a soft
threshold policy, such that a customer with type 𝜃 chooses L
and R with probability p

𝜂,s(𝜃) and p
𝜂,p(𝜃), respectively. Here

the subscript 𝜂 is the threshold, that is, 𝜂 = N + p in Section
4.3. Note that the service adoption probability depends on
the threshold. In particular, p

𝜂,s(𝜃) = Pr(
∑n

i=1 xi < N|𝜃)] +
pPr(

∑n
i=1 xi = N|𝜃) and p

𝜂,p(𝜃) = Pr(
∑n

i=1 xi > N|𝜃) +
(1 − p) Pr(

∑n
i=1 xi = N|𝜃) under imperfect information trans-

parency. With perfect information transparency, the policy we
consider is a hard threshold policy. The probability under per-
fect information transparency is p

𝜅,s(𝜃) = 1
𝜃≤𝜅

, where 1
𝜃≤𝜅

is the indicator function and 𝜅 is the threshold strategy under
perfect information transparency. The probability without per-
fect information transparency is p

𝛾 ,s(𝜃) = 𝛾 for all customers,
where 𝛾 is a mixed strategy.

In this section, we use a unifying treatment with general
(continuously varying) joining probability, as absent and per-
fect information transparency are special cases of imperfect
information transparency. Though there is no specific form

of distribution regarding customer types, waiting times are
monotonic in the fraction of customers at two service providers
under general distributions. Under the equilibrium condition,
the utility functions are also monotonic with the customer
type 𝜃. Then we can further check the robustness of the results
in Sections 4 and 5 and we get:

PROPOSITION 7. Lemmas 1, 2, and 3 in Section 4 still hold
under general distributions or arbitrary forms of the informa-
tion updating process: there exists a unique threshold strategy
𝜂
∗ ∈ [0, n] for customers. Furthermore, Proposition 1 in

Section 4 and Propositions 3, 4, and 5 in Section 5 also
hold under general distributions or arbitrary forms of the
information updating process.

Proposition 7 confirms the robustness of the results in
Sections 4 and 5 under general distributions or arbitrary forms
of the information updating process. Under general distribu-
tions, customers still adopt a unique threshold strategy under
different information transparency in the equilibrium. Sup-
pose the waiting cost is given in the equilibrium, the payoff of
choosing L or R is still monotonic in the customers’ (expected)
type, which implies that there still exists a unique thresh-
old strategy in the equilibrium. General distributions only
change the waiting time, as it affects the customer division
for any given threshold. Since the monotonicity of the utility
functions still holds under general distributions, general distri-
butions do not alter the equilibrium structures. Intuitively, even
under general distribution, imperfect or perfect information
transparency help guide customers toward the more suitable
choice rather than the more popular one. It increases aggre-
gate customer welfare due to better matches and a reduction
in congestion costs. In addition, since the results in Section 4
hold under general distributions, we can also use personalized
information provision to resolve the limitations of individual
rationality and maximize the aggregate customer welfare.

Furthermore, customer behaviors are decided by the poste-
rior belief while the specific form of the updating process will
not directly impact customer choices. The form of the pos-
terior belief will not impact customer behaviors and welfare
impacts under no information transparency and full informa-
tion transparency because in those two cases, the posterior
belief is irrelevant to the form of the updating process. Thus,
Lemmas 1 and 2 in Section 4 hold. Furthermore, in Section
5, according to Proposition 2, the information policy con-
taining partial information transparency is weakly dominated,
so the optimal information transparency policy regardless of
the platform’s various objectives involves only the complete
opaque case and full information transparency. Therefore, our
key findings are thus still robust under arbitrary forms of the
information updating process or the posterior belief.

Proposition 7 demonstrates that our key findings remain
robust under general distributions or arbitrary forms of the
information updating process. This implies that the results
hold in a broader strategy space beyond the updating process
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based on Bernoulli random variables, and our results remain
valid. Therefore, our paper extends the existing literature on
platform operations and information design by investigating
the policy mix of pricing strategies and information policies
when the platform has multiple objectives.

6.3 Consumer Search With Information Cost

From a marketing perspective, recommendation systems are
typically infrastructure investments made by the platform to
facilitate transactions. The search cost is paid by the platform
when customers are matched with services. In contrast, cus-
tomers’ behaviors are affected when they pay the search cost.
In a service-marketing platform, a consumer can passively
receive service recommendations via display advertisement;
the consumer can also search for information using the plat-
form’s search engine. In this section, we generalize the model
by considering the cost charged to customers who receive rec-
ommendation information. Here we consider the stage where
data for customers’ preferences is collected by the platform,
which in turn has full information and data dominance. The
infrastructure cost of building the recommendation system is
then not the theme of this discussion; rather, we consider an
information acquisition cost with a rate ci > 0, incurred by
customers.

It is reasonable to assume that customers are willing to
search for information that helps to eliminate uncertainty and
make a decision that achieves a better-perceived utility. We
further assume that the overall search cost is linear to the frac-
tion of the customer population who acquires the information.
Under the optimal interval revelation policy in terms of the
information structure, the total information cost is ci(1 − 𝜃2 +
𝜃1). In this extension, following the basic model, we assume
that the platform’s objective is to maximize aggregate cus-
tomer welfare. The following corollary follows when costly
consumer search is considered.

COROLLARY 4. When the information incurs a cost rate
ci > 0 for customers, for a customer-centric platform, the opti-
mal interval revelation policy is to withhold information from
customers with type 𝜃 ∈ (𝜃1, 𝜃2) and disclose otherwise. The
optimal thresholds are summarized in the Online Appendix.

The results are similar to that when the information is cost-
less, which demonstrates the robustness of our model and the
managerial insights drawn from it. Intuitively, costly consumer
search incentivizes the platform to withhold information for
a wider range of customers, while the structure of the opti-
mal information revelation polity remains the same. Unlike
the basic model, in the presence of information cost, the two
thresholds 𝜃1 and 𝜃2 under the welfare-maximization policies
depend on the cost coefficient ci.

7 Conclusion
Our work offers a better understanding of targeting technolo-
gies in an online service platform, with potential applications
in recommendation systems design. We provide a stylized
model wherein customers make Bayesian belief updates based
on a platform’s recommendations, to decide between joining
two horizontally differentiated services. We investigate how
the targeted information disclosure to customers concerning
their proximity to both choices through service recommen-
dations affects customers’ service adoption behaviors. We
are able to quantify the system-level value of service recom-
mendations. Our results indicate that targeting can improve
matching efficiency, reduce congestion costs, and so enhance
aggregate customer welfare.

A customer-centric perspective is aligned with the recent
paradigm shift from profit-driven motives to corporate social
responsibilities. Maximizing customers’ aggregate welfare
through service recommendations is consistent with major ser-
vice sectors such as the healthcare industry. Although there
exists a gap between centralized optimization and individual
optimization in aggregate customer welfare, due to customers’
individual incentive compatibility and negative externalities
in service congestion, information opaqueness can help guide
customers toward the relatively lower-cost service and thus
increase customer welfare. Furthermore, we can maximize
the aggregate customer welfare by strategically withholding
the preference information from a subset of customers, and
this setting reflects a situation of personalized information
transparency. Our results highlight the “value of opaqueness”
when personalized information disclosure causes customers
with a medium type to alter their choices, which corrects cus-
tomers’ overcrowding service adoption behaviors. Our model
and insights are applicable in other social technology con-
texts where customers’ behaviors are impacted by information
disclosure.

Besides, we have also investigated service recommen-
dations when online platforms are profit-driven and when
price competition becomes endogenous. When the platform
is profit-seeking, the personalized information transparency
policy could be also exploited to extract more consumer sur-
plus and maximize the platform’s profit. Interestingly, we find
that for a profit-seeking platform, the value of opaqueness
becomes more pronounced. With service prices exogenously
given, by strategically withholding the information from cus-
tomers located closer to the more profitable service on the
Hotelling line, the platform can induce more customers to
choose the service with a higher profit margin. When the plat-
form gets control of service prices, the platform would further
reduce the informativeness of the recommendation system by
withholding information at two ends of the Hotelling line, in
which the platform could extract all the consumer surplus.
However, when service providers decide prices independently,
the platform chooses the full information disclosure policy,
as partial information makes the price competition so fiercer
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which in turn, forces the platform to disclose full informa-
tion. Thus, the strategic interactions between decentralized
pricing decisions and the platform’s information design could
significantly change the platform’s ability to serve its objec-
tive through information design. Our findings offer a better
understanding of the information transparency policy in the
joint design of service recommendation systems and pricing
mechanisms.

Furthermore, our findings regarding the information policy
design also shed light on the design of the recommendation
algorithm for a platform with various objectives. In particular,
for a customer-centric platform, the optimal recommendation
system should predict the extreme preferences (near both ends
of the Hotelling line) but need not differentiate the ambiguous
ones (in the middle of the Hotelling line). For a profit-seeking
platform with exogenous prices, the optimal recommenda-
tion system needs to predict the customers’ preferences which
are closer to the less profitable service or product. When the
prices become endogenous, a profit-seeking platform should
design a recommendation system to differentiate ambiguous
preferences.
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